
Engineering, Technology & Applied Science Research Vol. 13, No. 2, 2023, 10292-10300 10292  
 

www.etasr.com Alqurashi: Arabic Sentiment Analysis for Twitter Data: A Systematic Literature Review  

 

Arabic Sentiment Analysis for Twitter Data: A 
Systematic Literature Review  

 

Tahani Alqurashi 

College of Computer and Information Systems, Information System Department, Umm Al-Qura 
University, Saudi Arabia  

tmqurashi@uqu.edu.sa 

(corresponding author) 
 

Received: 5 January 2023 | Revised: 22 January 2023 and 24 January 2023 | Accepted: 26 January 2023 

 

ABSTRACT 

Social media platforms have a huge impact on our daily lives. They have succeeded in attracting many 

people to spend time communicating and expressing themselves. Twitter is a social media platform that 

could be considered as a source of public opinion about products, services, and events. Sentiment analysis 

is the art of studying public feelings about certain topics, which may be positive, negative, or neutral. This 

paper provides a systematic review of Arabic tweet sentiment analysis on papers published from 2012 to 

2021 in digital libraries including IEEE Explorer, Science Direct, Springer Link, and Google Scholar. The 

main aim of this systematic review is to investigate the trends in the topics reported and to highlight 

potential new research lines. To achieve that, three main stages were implemented: planning, conducting, 

and reporting the review. Our findings suggest the need for an open-source large Arabic tweet dataset that 

can be used by researchers. Also, it was found that researchers have used various classification techniques, 

which led to different results. 

Keywords-arabic sentiment analysis; systematic review; social media; twitter 

I. INTRODUCTION  

Social media are considered a major source of news, 
marketing, and advertisements. These platforms have huge 
numbers of users, which are increasing daily. The number of 
global monthly active users of Twitter recently averaged to 330 
million people [1]. Users express their feelings and opinions 
using short messages called tweets and they can refer tweets to 
other users, called followers. Therefore, the content of these 
platforms may be evaluated to extract insights from these data.  

Sentiment Analysis (SA), also known as opinion mining, is 
one of the natural language processing fields. SA focuses on 
analyzing text to extract people’s opinions and emotions and 
identify these as positive, negative, or neutral [2]. Many 
researchers have directed their attention to this area and while 
most research has focused on English, Chinese, and other Indo-
European languages, few studies have addressed SA in 
morphologically rich languages, such as Arabic. The number of 
Arabic texts existing on the internet has seen a significant 
increase. According to Internet World Statistics, Arabic is the 
fourth most commonly used language on the Internet, after 
English, Chinese, and Spanish, reaching 5.2% of all internet 
users [3]. Due to the exponential growth in Arabic internet 
users and Arabic online content, Arabic SA (ASA) has gained 
the attention of many researchers over the last decade [4]. 

In this paper, we systematically review the literature in the 
field of Arabic tweet SA. 

II. OVERVIEW OF THE SYSTEMATIC REVIEW 
METHOD 

In this review, the systematic literature review methodology 
proposed in [5] was followed. It consists of 3 main stages: 
planning, conducting, and reporting the review. The main aim 
of this review is to perform a comprehensive review of ASA 
for Twitter data and cover the methodologies and approaches 
of data processing, SA techniques and approaches that have 
been used in the literature, and the challenges ASA faces. 
Figure 1 illustrates the steps of the systematic literature review 
methodology, which are explained in more detail in the 
following sections. 

A. Research Questions 

In the planning phase, the research questions are specified. 
In this study, the research contributions are highlighted through 
answering the following Research Questions (RQs): 

 RQ1: What are the different machine learning techniques 
that have been applied/proposed for ASA? 

 RQ2: What data pre-processing techniques have been used 
for Arabic tweets in ASA research? 

B. Search Strategy 

After determining the research questions, the search terms 
and data resources are specified. First, to identify the search 
terms, the research questions were analyzed and the following 
search strings were developed: "Arabic", "Arabic text", 
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"sentiment analysis", "Twitter", and "tweets". Moreover, the 
Boolean operators "OR" and "AND" were used to search for all 
possible combinations of these terms. We covered only ASA 
studies using Twitter data as the application. 

 

 
Fig. 1.  The steps of the systematic literature review methodology. 

Secondly, a search was carried out on the following six 
academic databases: IEEE Explore, ACM, Springer, 
ScienceDirect/Elsevier, Google Scholar, and Wiley. These 
were chosen as they are the top databases in the computer 
science field. The titles, abstracts, and keywords of all indexed 
papers were searched using the search terms we developed, and 
the search was conducted on studies from 2012 up to 2021. 

TABLE I.  SEARCH RESULTS 

Database Relevant search results 

IEEE Explore 38 
ACM 4 

ScienceDirect/Elsevier 9 
Springer Link 5 

Google Scholar 16 
Wiley 1 
Total 73 

 

C. Inclusion and Exclusion Criteria 

In this stage, inclusion and exclusion criteria were 
delineated to thoroughly assess the relevance of the potential 
primary studies. These were: 

 Include papers written in English only. 

 Include papers published in journals, conference papers, 
and book chapters. 

 Include papers published from 2012 to 2021. 

 Include papers that focus on Arabic text analysis on the 
Twitter platform. Exclude papers that focus on all other 
platforms. 

 Exclude duplicate papers. 

 Exclude secondary studies (i.e. literature reviews). 

 Exclude papers that are not peer-reviewed, such as 
technical reports and theses. 

D. Data Extraction 

After collecting the data from the above-mentioned 
databases and extracting the relevant papers based on our 
inclusion and exclusion criteria, 73 papers were selected for 
analysis. Table I shows the search results. The papers were 
classified based on the type and the year of publication. From 
2012 to 2021, a gradual increase in the numbers of conference 
papers and published journal articles was noted, as shown in 
Figure 2. The number of publications peaked in 2019, with 19 
identified publications in total. The average number of 
publications is around 9 studies per year over the past 10 
years. The most common form of publication was conference 
papers (42), followed by journal articles (30), and 1 book 
chapter, as shown in Figure 3. 

 

 
Fig. 2.  Number of publications per year.  

 
Fig. 3.  Type of publications. 

III. PRIMARY STUDIES AND DISCUSSION 

SA is a set of processes that are applied widely in computer 
science studies to analyze and examine semantics, words, and 
tweet syntax to determine the emotions in the text [6]. The 
main purpose of SA using Twitter data is to classify tweets into 
three polarities (positive, negative, or natural) based on the 
statements or words contained in that tweet [7]. In this section, 
the main finding of this systematic review regarding ASA 
using the Twitter platform are presented and discussed. 

A. Arabic Tweet Sentiment Analysis Approaches 

We found that ASA approaches can be classified into three 
main categories: corpus-based, lexicon-based, and hybrid-
based. Table II summarizes the reviewed papers based on their 
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categories, The following subsections discuss each of these 
separately. 

1) The Corpus-based Approach 

In this approach, the main aim was to collect and use the 
available Twitter dataset to build machine learning models in 
order to determine the sentiments of each tweet. Our findings 
indicate that the most commonly used methods are the 
supervised learning approach, and in particular Naive Bayes 
(NB), Support Vector Machine (SVM), Decision Tree (DT), K-
Nearest Neighbor (KNN), Ensemble classifiers (bagging and 
voting), and deep learning [2, 8-11]. Moreover, a few studies 
used an unsupervised learning approach [12, 13]. 

In the supervised learning approach, authors in [8] used 
SVM, multinomial NB and rule-based classification algorithms 
to classify sentiments based on their collected dataset of 
134,194 Arabic tweets, which had been labelled automatically 
using emojis. They concluded that SVM outperformed the 
other algorithms used, reaching an accuracy of 75.7%. Authors 
in [9] investigated the state-of-art English SA techniques and 
used them for solving the problem of ASA through a Machine 
Translation (MT)-based approach. They first collected Arabic 
tweets (a total of 937 tweets), translated them into English, and 
then applied Stanford sentiment classifiers to classify each 
tweet, either as positive or negative sentiment. By comparing 
this method with lexicon-based techniques, they found that 
their MT sentiment approach outperformed the other 
approaches. Authors in [2] utilized machine learning 
algorithms and neural networks to perform SA on health 
services. They collected Twitter data using trending hashtags 
about health services, and their results show that the accuracy 
of the SVM approach outperformed the other algorithms, 
including CNN and DNN. Authors in [10] collected Arabic 
tweets related to political events in 2018. They analyzed their 
dataset using machine learning and data mining algorithms 
such as NB, SVM, DT, KNN, and ensemble classifiers. They 
observed that ensemble, and in particular the voting classifier, 
outperformed the other techniques. Authors in [14] examined 
tweets on women’s issues in Saudi Arabia. They collected their 
dataset from popular Twitter hashtags, and classified them as 
positive, negative, and neutral. The NB algorithm was used to 
automate classification. Authors in [15] built a predictive 
model and applied it to data gathered from the Gulf region to 
predict whether a user’s tweet indicated a depressed or non-
depressed user. They applied the common machine learning 
algorithms, RF, NB, AdaBoost1 and linear SVM, and 
concluded that linear SVM outperformed the other classifiers 
reaching an accuracy of 87.5%. Authors in [16] aimed to 
investigate sentiments from tweets that were collected from 
popular hashtags about women’s problems in Saudi Arabia. 
The data was pre-processed and classified, and their results 
indicated that the NB algorithm achieved greater accuracy than 
the other classifiers available in Weka. 

In a deep learning approach, authors in [17] proposed a 
Multi-Channel Embedding Convolutional Neural Network 
(MCE-CNN) for Arabic sentiment classification and 
thoroughly assessed it using balanced and imbalanced datasets. 
The MCE-CNN was trained on different sentiment features, 
including word and character n-grams. Their proposed model 

achieved high accuracy. Authors in [18] proposed a sentiment 
and emotion system for regression and classification tasks 
using the CNN and LSTM algorithms. They implemented 
different feature extraction techniques, a word embedding 
model (Aravec), a document embedding model (Doc2vec), and 
a set of semantic features such as Deepemoji and unsupervised 
sentiment Nerous. Their proposed system outperformed the 
SVM unigrams baseline model’s performance applied to the 
SemEval2018 dataset [19]. Authors in [20] developed a new 
architecture based on CNNs and RNNs for handwritten Arabic 
word understanding and classification. The most powerful 
technique for analyzing Arabic tweets and social media stata is 
the CNN technique. The use of a sub-word-level RNN module 
and a character-level CNN module helps in gaining a better 
understanding of handwritten text. This technique is efficient, 
especially with a short text written in an uncontrolled language 
format. An approach to tweet-based word correction that uses 
Arabic text classification to find abusive accounts on Twitter 
was proposed in [21]. The classification of Arabic tweets 
without stemming was investigated and compared to 
classification using stemming. This approach proved better 
than other popular approaches to Arabic word correction on 
Twitter. Authors in [22] proposed the classification of Arabic 
tweets as positive or negative using an improved algorithm. 
The approach consists of two phases. In the first phase the 
dataset was prepared by normalization, while the second phase 
involved classifying tweets using a DMNB approach. The 
experimental results showed that this improved approach 
reached an accuracy level up to 87.5%. 

In an unsupervised learning approach, authors in [12] used 
sentiment classification of people’s opinions during the Covid 
19 pandemic using k-means and mini-batch k-means 
algorithms on Arabic and English datasets. They observed that 
k-means classification takes longer than mini-batch k-means 
classification. Authors in [13] aimed to assess the integration of 
the similarity functions with pre-processing methods for 
clustering tweets. K-means clustering algorithms were used to 
cluster Arabic tweets into two clusters: positive and negative. 
The results showed that the stemming (pre-processing method) 
with the Kullback-Leibler divergence function is more 
effective than other competitive pre-processing techniques. 

Other studies compared different approaches. Authors in 
[23] compared the corpus-based and lexicon-based approaches. 
For the first approach, they collected 2000 Arabic tweets and 
used SVM, NB, KNN, and DT algorithms. For the lexicon 
approach they manually built a lexicon of 3479 words. They 
concluded that the SVM approach outperformed the others. 
Authors in [24] applied three types of classification methods 
(supervised, unsupervised, and hybrid learning) on tweets 
collected randomly from three different domains (sports, 
politics, and social). The results indicate that hybrid learning is 
better than the supervised or the unsupervised approaches in 
terms of classification accuracy. 

2) The Lexicon-based Approach 

This approach, considered to be unsupervised learning, 
aims to build a sentiment lexicon of terms and then compute 
the sentiment of a certain text based on the sentiment values of 
the terms composing it. Our findings indicate that there are two 
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different lexicon-based approaches used in ASA: the Double 
Polarity (DP) [25] and the Simple Polarity (PL) [26] 
approaches. The latter is based on counting both the positive 
and negative words in each sentence, while the DP approach is 
based on the frequencies of positive and negative words in the 
sentence. In [26], a PL lexicon was built manually, consisting 
of 3982 adjectives from two Arabic datasets that were 
classified as positive, negative, and neutral. The authors 
applied PL to classify individual tweets on the basis of 
including positive, negative or neutral adjectives. They called 
their system SAMAR and they concluded that using PL 
improves the accuracy of ASA. Authors in [27] proposed a 

Weighted Lexicon-Based Algorithm (WLBA) for the Saudi 
dialect. In their approach, the weight of each word was 
calculated based on the corpus, not upon the lexicon. 
Moreover, they compared their proposed algorithm with the DP 
and PL algorithms, and concluded that WLBA outperformed 
the DP approach, but not the PL approach. 

The lexicon-based approach depends on the creation of a 
lexicon. We found that there are two different methods of 
lexicon creation: manual and automatic. The manual method is 
the most popular and it provides more accurate results, but is 
domain-independent [27-29]. 

TABLE II.  REVIEWED PAPERS CLASSIFIED BASED ON THE APPROACH USED 

Approach Paper Dataset size Algorithms Features Language 

Corpus- 

based 

[8] 134194 tweets SVM, MNB and rule-based TF-IDF MSA, dialects 

[10] 14419 tweets 
SVM, NB, NT, KNN, Ensemble 

(bagging, voting) 
TF-IDF Unspecified 

[14] 9096 SVM, NB BOW, bi-gram, and tri-gram Dialects 

[15] 6122 tweets from 89 users 
RF, SVM, NB, Adaboost and liner 

SVM 
Unigrams, negative features 

MSA, Gulf 
dialect 

[17] ASTD dataset, 10000 tweets MCE-CNN Word and character n-grams MSA, dialects 

[20] ASTD 
Stacked model with CNN and gated 

recurrent unit 
Character level model MSA 

[37]  
NB, SVM, multinomial logistic 

regression, KNN 
 Dialect 

[64] ASTD (3,315 tweets) SVM, recursive neural tensor network 

Character n-gram model [3,5], Word n-grams 
[1,4], count of negated words and positive 
and negative words based on lexicons from 

[65-67] 

Egyptian 
dialect 

[68] 2591 tweets SVM, NB, KNN  
MSA and 
dialects 

[2] 2026 tweets SVM, NB, LR, CNN, DNN TF-IDF, word frequency, word2Vec MSA 
[70]  SVM  MSA, dialects 
[71] 17748 tweets SVM TF-IDF MSA, dialects 

[72] SemEval, AraSenTi, ASTD Deep learning, SVM 
Word embedding (AreVec), set of related 

lexicon features 
MSA, dialects 

[73] 2.3M tweets on news Semi-supervised technique  MSA, dialects 

[9] 937 tweets 
Machine translation approach, Stanford 

sentiment classifier 
 MSA 

Lexicon- 

based 

[69] 22550 SVM, NB Binary model 
Jordanian 
dialects 

[26] 3015 tweets, 2798 tweets Polarity lexicon of size 3982  MSA, dialects 

[28] 
2000 tweets on politics and 

arts 
Manual lexicon of size 4815 words  

MSA, 
Jordanian 
dialects 

[9] 937 tweets  
Machine translation approach, Stanford 

sentiment classifier 
MSA 

[52]  SVM  MSA, dialects 

[73] 5400 tweets and emoji data   
MSA, Saudi 

dialect 

[74] 6000 tweets Rule-based algorithm Semantic and lexicons features 
MSA, Tunisian 

dialect 

Hybrid-

based 

[75] 

Merging of two available 
lexicons (MPQA and 

ArabSenti) with manually 
collected lexica 

SVM, LIBSVM 
Stems, Twitter language independent, 

semantic features 
Egyptian 
dialects 

[53] 4800 tweets Semantic orientation, SVM, NB unigram, bi-gram, tri-gram 
Egyptian 
dialect 

[30] Lexicon of 5376 words 
RF, SVM, Max-Ent, bagging, boosting, 

ANN, DT, NB 
POS and lexicon features MSA, dialect 

[31] 
1500 tweets and lexicon of 

452 words 
Bagging and boosting  MSA, dialect 

[18] SemEval2018 
Regression and classification tasks, 

CNN, LSTM 

Word embedding (AraVec), document 
embedding (doc2Vec) and a set of semantic 

features 

MSA, Egyptian 
and Gulf 
dialects 
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3) The Hybrid-based Approach 

Authors in [30, 31] worked on SA for Arabic tweets using a 
hybrid approach. In [30], a combination of the lexicon and 
corpus techniques for ASA was proposed. The authors used a 
lexicon to replace words in sentences with their sentiment 
labels to enable classifier algorithms to consider rare and 
important words in the corpus. They concluded that this hybrid 
approach outperformed the corpus-based approach, reaching an 
accuracy of 96.3%. The hybrid approach in [31] comprised 
machine learning algorithms, the bagging and boosting 
approaches. The authors started by building a unified dataset of 
text and audio which was later converted to text, to analyze 
sentiments. However, some of the audio analysis was not 
accurate, which had a negative effect on this prediction 
approach because some audios contained laughing and yelling. 
Authors in [32] proposed an incremental learning system for 
sentiment classification. Their system was able to update a 
lexicon with any upcoming changes. In fact, this system 
integrated the machine learning and lexicon approaches to 
improve the accuracy of the proposed system, and it has been 
tested with different datasets. 

B. Tools Used to Collect Arabic Tweets 

As we only focus on the Twitter platform, we found various 
techniques have been used to collect Arabic tweets. Most 
studies used Twitter’s official Application Programming 

Interface (API) to collect Arabic tweets [2, 33-39]. Other 
studies used trending hashtags to extract data manually [8, 40]. 
Authors in [16] used Keyhole and Netlytic tools to collect their 
data from Twitter. Authors in [41] developed a Python script 
connecting with Twitter’s official API to collect their data. 
Authors in [42] developed a Twitter data grabber tool, a small 
desktop application using C# to connect to the Twitter API to 
collect their data. Authors in [10, 15] used a Java library called 
Twitter4J, which can be connected to the Twitter API to collect 
Twitter data. Authors in [43] used a tool called Archivist4 to 
collect tweets using hashtags. In fact, Archivist4 can be used to 
archive and analyze visual tweets using hashtags, usernames, 
Boolean, and complex search terms. 

C. Data Pre-Processing 

Data pre-processing is a technique used to prepare data for 
sentiment classification [78, 79]. The preparation involves 
cleaning, formatting and sorting the tweets that have been 
collected from Twitter to be saved in a dataset ready for 
analysis [45]. Data pre-processing for Arabic tweets includes 
several steps to clean the data, such as tokenization, stop-word 
removal, text cleaning, Part Of Speech (POS) tagging, 
normalization, and stemming. Table III shows the most 
commonly used methods for data pre-processing found in the 
papers we reviewed. We note that normalization, text cleaning 
and tokenization were the most frequently used techniques in 
these papers. These techniques are described below. 

TABLE III.  DATA PRE-PROCESSING METHODS USED IN THE REVIEWED PAPERS 

Reference Tokenization Stop word removal Text cleaning POS tagging Normalization Stemming 

[23] ∅ � � ∅ � � 

[10] � � ∅ ∅ ∅ � 

[51-53] ∅ � � ∅ � � 

[15] � � � ∅ ∅ � 

[44, 46] � � � ∅ � � 

[54] � ∅ ∅ ∅ � ∅ 
[55] � ∅ � ∅ � ∅ 
[56] � ∅ ∅ � � ∅ 
[42] � � ∅ ∅ � � 

[45] � ∅ � ∅ � � 

[57] � � � ∅ ∅ � 

[8] ∅ � � ∅ � ∅ 
[58] � � ∅ ∅ � ∅ 

[47, 59] � ∅ � � � ∅ 
[30] ∅ ∅ � ∅ � ∅ 

[60] ∅ � ∅ ∅ ∅ � 

[66] ∅ ∅ � ∅ � � 

[61] � ∅ � ∅ � ∅ 
[62] ∅ � � ∅ � � 

[32] � ∅ � ∅ � ∅ 
[63] ∅ ∅ ∅ ∅ � � 

[33] ∅ � � � � ∅ 
 

 Tokenization is the process of the segmentation of a stream 
of text to segments consisting of words or phrases. Each 
segment is called a token and each token has a meaning and 
can be used for the later stages of SA [46]. 

 Stop-word removal involves removing words that have no 
meaning for polarity classification [42], such as ( من, على). 

 Text clearing: Arabic tweets may have inconsistent text and 
can be noisy or incomplete. Therefore, data cleaning tends 
to remove noise, complete missing values, or correct 
inconsistent state data [33]. This also including removing 
Arabic articles [8], such as (ال، بال، كال).  

 POS tagging involves mapping words to their tags, such as 
verbs, nouns and adjectives. There are different types of 
machine tools for POS tagging [47]. 
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 Normalization: Most reviewed papers applied 
normalization to Arabic tweets, which includes removing 
repetitive letters or normalizing similar letters to the same 
letter [42], such as the letters ( آ- أ ) which is normalized to (ا). 

 Stemming is the process of transforming a word to its base 
forms, while the meaning of the words is preserved. For 
example, in Arabic the word (يكتبون, يكاتبون) is replaced with 
 As the Arabic language has a complicated .(كتب)
morphological structure, stemming is considered a very 
difficult task. Our findings indicate that there are two 
popular steaming methods used in ASA: light10 stemming 
[48] and Khoja’s stemmer [49]. 

IV. CHALLENGES IN ARABIC SENTIMENT 
ANALYSIS 

The Arabic language is one of the most widely spoken 
languages in the world. It is the most frequently spoken and 
written language in the Arab world, especially in the Middle 
East and North African regions [77]. The Arabic language has 
26 letters and is written from right to left. It uses diacritical 
marks that denote correct pronunciation of a word. In addition, 
diacritical marks are used to distinguish words that have the 
same letters but different meanings. Moreover, the Arabic 
language has three forms: Classical Arabic, which is seen in 
religious and very formal texts, Modern Standard Arabic 
(MSA), which is associated with modern news media [77], and 
dialect or informal Arabic, which is the Arabic spoken with 
different local accents across the Middle East and North 
African countries, and has no particular standards [6]. 
According to [50], Saudi Twitter covers 90% of dialects, 
compared to MSA. As a result, it is very challenging for 
researchers to construct models of Arabic text classifiers to use 
for SA. In terms of translation, when translating Arabic to 
English, good results may be obtained with MSA, but Arabic 
dialects are difficult to translate because their meaning is 
purely context-related [27]. 

V. CONCLUSION AND FUTURE WORK 

The Twitter platform is considered a rich source for 
sentiment analysis. People use social media platforms to 
express their opinions of products, services, or political events. 
In this paper, we have provided a systematic review of Arabic 
tweet sentiment analysis. We have reviewed the main 
techniques that can be used to prepare the data for sentiment 
analysis. Moreover, we have presented some of the major tools 
used for sentiment analysis of Arabic tweets. However, this 
review has some limitations: it was carried out using six 
academic databases and we only included papers that were 
written in English. Also, we did not include a secondary studies 
paper.  

We note from the papers we reviewed that researchers have 
used various classification techniques, which has led to 
different results due to the lack of experiments applied to a 
standardized dataset. In the future, researchers should narrow 
their research domains and focus on Arabic dialects. They 
should also investigate complex classification techniques such 
as ensemble machine learning techniques and deep learning 
models. Lastly, we noticed that there is a lack of open-source 

large Arabic tweet datasets that can be used by researchers. 
Therefore, more work needs to be done in building large open-
source databases of Arabic tweets. 
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