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Abstract—In this paper, a novel hybrid particle swarm 
optimization and artificial physics optimization (HPSO-APO) 
algorithm is proposed to solve the dynamic security constrained 
optimal power flow (DSCOPF) problem for enhancing system 
security. The dynamic security assessment deals with contingency 
analysis which is carried out using a performance index. 
DSCOPF recommends preventive control actions like generator 
rescheduling to alleviate an existing credible contingency in the 
system while ensuring minimal operating cost. The OPF problem 
is a highly nonlinear differential one and becomes more complex 
when considering the rotor dynamics of the system. The APO 
algorithm has the capability to reach a near global optimum 
value. However, it suffers from convergence problem. On the 
other hand, PSO exhibits premature convergence characteristics, 
but it may get trapped at a local optima value. The proposed 
HPSO-APO algorithm combines both individual algorithm 
strengths, to get balance between global and local search 
capability. The proposed method has been evaluated on a 
standard IEEE six-generator, 30-bus system and a New England 
ten-generator, 39-bus test system. The proposed HPSO-APO 
algorithm gives an efficient and robust optimal solution of 
DSCOPF problem compared to standard PSO and APO 
methods. 

Keywords-dynamic security assessment; overload alleviations; 
security enhancement; hybrid evolutionary algorithm; stability 
limits.  

I. INTRODUCTION 
Power system security assessment and enhancement are 

two major concerns in the energy management centers (EMC) 
[1]. Whenever a system is subjected to sudden disturbances 
(e.g. line outages or generator outages or short circuit faults), it 
can be lead to an insecure state. Security assessment is the 
analysis carried out to determine the level in which a power 
system is safe from unforeseen disturbances (contingencies). 
The bottleneck of the security assessment is contingency 
analysis. It accesses the impact of a set of contingencies and 
identifies potential harmful contingencies that cause operating 
limit violations. Security Constrained Optimal Power Flow 
(SCOPF) enhances system security by implementing the 
preventive or corrective control actions like generation 
rescheduling, phase shifter positions, switching of FACTS 
devices, HVDC line MW transfer and load shedding during the 

contingencies so that no contingencies will result to violations. 
Power system security is classified into static and dynamic 
security. Static security detects any overloading lines or out of 
limit voltages following a given list of contingencies. Dynamic 
security evaluates the system dynamic behaviour in terms of 
transient stability or voltage stability when subjected to 
perturbations [2]. To illustrate the transient dynamic behavior 
of the system, a large group of nonlinear differential algebraic 
equations is involved. These equations are solved by 
approximate or full simulation algorithms like numerical 
integration methods e.g. Runge-Kutta, Euler methods or direct 
methods such as LyapuNov method [3-4]. The overall 
architecture of the DSCOPF problem is shown in Figure 1.  
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Fig. 1.  Architecture of DSCOPF problem. 

In static SCOPF problem, the dynamic constraints like rotor 
angle limits are excluded. Moreover, the base case of optimal 
power generations may or may not be able to sustain the 
transient stability when the system is in contingency condition. 
DSCOPF is a highly nonlinear differential OPF problem 
because of generator rotor angle dynamics. It aims to 
reschedule the generator active power outputs to bring back the 
system to the normal operating state under the consideration of 
static and dynamic constraints. The main challenge to solve the 
DSCOPF problem is choosing an effective optimization 
algorithm. Over the last years, various conventional 
(mathematical based) algorithms have been implemented to 
solve the OPF problem [5-6], however, these methods could be 
trapped at local optima solutions and also lack in handling the 
inequality constraints. In recent years, many researchers have 
tended to apply several heuristic methods for solving the OPF 
and transient stability OPF (TSOPF) problems like simulated 
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annealing (SA) [7], genetic algorithm (GA) [8], differential 
evolution algorithm (DEA) [9-10], evolutionary programming 
method (EP) [11], particle swarm optimization (PSO) [12-13], 
ant colony optimization (ACO) [14], improved group search 
optimization (IGSO) [15], chaotic artificial bee colony (CABC) 
[16] and grey wolf optimization method [17]. However, these 
algorithms have some limitations regarding convergence issues 
and optimal setting of control parameters. As a way to cope 
with these drawbacks, hybrid heuristic optimization methods 
are implemented in practical and academic problems. The best 
results are found with hybrid methods [18-20]. A hybrid TS/SA 
optimization method has been implemented for solving the 
OPF problem using FACTS devices in [21]. A new fuzzy 
adaptive artificial physics optimization algorithm (FAAPO) has 
been proposed for solving the SCOPF problem with the wind 
and thermal generators [22]. A novel hybrid particle imperialist 
competitive algorithm and teaching learning algorithm (HICA-
TLA) is proposed to solve the OPF problem with nonsmooth 
cost functions [23]. In [24], a modified TLA algorithm is 
implemented to solve the optimal dispatch reactive power 
problem. The main aim of heuristic optimization algorithms is 
to balance the exploitation and exploration capabilities in order 
to find an optimum solution with faster convergence. Some 
algorithms were good at exploiting but may be trapped at the 
local minimum point. Some are good at global search but poor 
in convergence.  

The main contribution of this paper is to formulate a novel 
hybrid optimization algorithm with combining standard PSO 
and APO (HPSO-APO) algorithms to solve the DSCOPF 
problem. The standard PSO method may trap at local minima 
and fails to reach near global optimum value whereas APO 
gives the near optimal value due to its strong searching ability. 
However, it exhibits poor convergence characteristics. The 
proposed hybrid PSO-APO algorithm combines both individual 
algorithm strengths to get balance between exploration and 
exploitation. The APO algorithm improves the diversity in the 
search space of the PSO algorithm so as to avoid trapping in 
local optima. The validity of the proposed HPSO-APO method 
is tested on well-known standard IEEE test systems.  

II. MATHEMATICAL FORMULATION 
Dynamic security constrained OPF is a special type of OPF 

problem to minimize the objective function subjected to static 
and dynamic constraints by choosing the optimal control 
variables like phase-shifter angles, active and reactive power 
generations, transformer tap positions and voltages at PV 
buses. The general mathematical equation of objective function 
subject to the constraints is as follows: 

Min   ( , )f x u      (1) 

Subject to ( , ) 0E x u      (2) 

( , ) 0I x u     (3) 

where, ( , )f x u  represents the objective function, ( , )E x u  and 
( , )I x u are two nonlinear equality and inequality constraints. 

The vector x consists of active powers for all generators except 

the ref/slack bus and vector u consists of all dependent 
variables like slack bus real power, reactive power generations, 
and load bus voltages. Minimization of fuel cost (Fcost) 
subjected to network static and dynamic constraints is the main 
aim of DSCOPF and it is expressed as follows [16]. 

2
cos

1

Fuel cost ( ) =       ;  1, 2 ../ .$ ...
gN

t i gi i gi i g
i

F a P b P Nhc i


   (4) 

where Pgi is the real power generation of the ith generator, Ng is 
the available generators, and ai, bi and ci are the generator fuel 
cost coefficients. DSCOPF problem includes both static as well 
as dynamic constraints like generator rotor angle limits. The 
equality and inequality constraints for DSCOPF problem is 
elucidated in the following subsections [16]. 

A. Equality Constraints (Static and Dynamic) 
The basic power flow equations give voltage magnitude 

and phase angle at each bus which is given by (5) and (6). 
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where Vi and Vk represent bus voltage magnitudes, Pgen,i and 
Qgen,i are specified as the real and reactive power generation of 
ith bus, Pload,i and Qload,i are the real and reactive power loads of 
ith bus, Nb represents total number of buses, δik and θik are 
Voltage and admittance phase angles between i-k buses, and 
Yik is the bus admittance matrix. In this work, a classical 
generator model has been considered. It comprises a constant 
voltage source in series with a transient. The swing equation of 
ith generator is expressed as follows [25]: 

2

2
2            1, 2......i i

mi ei g
s

H d
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

    (7) 

where, Hi is the inertia constant of ith generator, ws is the 
angular speed, δi is the load angle, Pei is the electrical power 
output, and Pmi is the mechanical power input of ith generator. 
During the fault condition, the electrical output power ( f

eiP ) is 
expressed in (8) and state space variable model for each 
generator is given in below: 
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where, x1(=δi) and x2(=Δωi) represent the state variables, Δωi is 
the difference between the rotor speed ωr,i and synchronous 
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speed (ωs) of the ith generator. The modified Euler method is 
implemented to solve the state space equations because of its 
simplicity. 

B. Inequality Constraints (Static and Dynamic) 
The lower and upper limits of each element of power 

system inequality static and dynamic constraints are expressed 
as follows: 

min max              1,2......gi gi gi gP P P i N     (10) 
max                            1, 2......i i lineS S i N   (11) 

min max                 1, 2......i i i bV V V i N     (12) 
min max               1, 2......gi gi gi gQ Q Q i N    (13) 
min max                  1, 2......i i i TFT T T i N    (14) 

1 1 maxmax             1, 2......( 1)i gi N        (15) 
Generally, a penalty function approach is used for solving 

the constrained optimization problem. The optimization 
problem is converted into unconstrained one from constrained 
problem by penalizing the equality and inequality constraints 
and building a single fitness function which is given in (16). 
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

 


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where Ei(x,u) and Ij(x,u) represent static and dynamic equality 
and inequality constraints, λ is the penalty factor and the value 
has considered as 1000. 

C. Dynamic Security Assessment (DSA)  

The dynamic contingency analysis plays a vital role in 
DSA. The contingency ranking and selection has been done 
based on performance index [26-28] and identify the top 
harmful contingencies based on transient stability index (TSI). 
The dynamic contingency eVolution has been done by Euler’s 
method. The TSI is defined by 

max

max

(360 )TSI 100    ; -100 < TSI < 100
(360 )




 
   

 (17) 

where, δmax is the maximum allowable relative rotor angle and 
its value is fixed based on operational experience. For a real- 
world power system, the δmax value is set to 100-120o. 

III. PROPOSED HYBRID PSO-APO ALGORITHM TO SOLVE DSCOPF 
PROBLEM  

The APO and PSO methods are two optimization methods 
inspired by basic physics and the behavior of bird flocking 
respectively. In PSO method, each bird is treated as the particle 
and each particle having its own position, velocity and fitness 
value [29]. Similarly, in APO, each particle constitutes mass, 
position, and velocity. Based on the attractive and repulsive 
forces, each particle tends to larger masses close to global 
solution [30]. In recent years, hybrid heuristic optimization 
methods are implemented in practical and academic problems. 
A classifications of hybrid optimization methods is presented in 

[31]. According to [31], hybridization can be done at a low or a 
high level with relay or teamwork with heterogeneous or 
homogeneous approaches. In this paper, a low level with 
teamwork heterogeneous approach is used. The proposed 
hybrid algorithm combines both individual algorithm strengths, 
to get balance between global and local search capability. The 
general steps involved in finding the optimum values of 
generations subject to static as well as dynamic constraints are 
shown in Figure 2. The following steps are implemented to 
solve the DSCOPF problem by the HPSO-APO algorithm. 

Step 1: (a) First, read the input data of DSCOPF problem.e., 
line data, bus data, and generator limits. Also, initialize the 
APO and PSO control parameters. 

(b) Generate an initial population randomly within the given 
search space. 

Step 2: Compute the fitness for each particle using (16) and 
update the best and worst values. 

Step 3: Evaluate mass (mi(t)) and calculate the total force (Fi(t)) 
on each particle iteratively using APO algorithm. 
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Step 4: Update particle’s velocity and positions iteratively. The 
modified velocity equation of PSO is as follows. Finally, the 
positions of all particles are updated by using (22). 

'
1

'
2

( 1) ( ) () ( ( ) / ( ))

                          () ( ( ))
i i i i

i

v t w v t C rand F t m t

C rand gbest x t

     

   
 (21) 

( 1) ( ) ( 1)i i ix t x t v t        (22) 

Step 5: Check for maximum iterations count. If yes print the 
final results (fuel cost and active power generations) otherwise 
go to step 2.  
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Fig. 2.  Flowchart of the proposed hybrid PSO-APO algorithm. 
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IV. SIMULATION RESULTS AND DISCUSSION 
In order to analyze the effectiveness of the proposed hybrid 

PSO-APO method, the standard IEEE six generator, 30-bus 
system and the New England ten generator, 39-bus system 
were considered. The obtained test results are compared with 
standard individual APO and PSO methods. The total 
simulation time is 3.0 s for observing generator rotor 
oscillations and the time step adopted is 0.01s. For each case 20 
independent trail runs are performed to validate the 
effectiveness of the proposed hybrid algorithm. The proposed 
HPSO-APO algorithm is coded in MATLAB environment and 
all simulations were run on an Intel, Core i5-4210U processor, 
and 2.40 GHz personal computer. The following case studies 
are considered to evaluate the robustness of HPSO-APO 
algorithm. 

(a) Base case and  

(b) (N-1) contingency cases  

In the first case i.e. base case, the proposed hybrid 
optimization algorithm is employed to reschedule the active 
power generations under Normal conditions. In the next case 
i.e. (N-1) contingency case, the proposed method is utilized to 
solve the DSCOPF problem to alleviate the line overloads by 
taking preventive control action like generator rescheduling. 
The control parameters used for the standard APO and PSO are 
listed in Table I. The simulation results for both base case and 
contingency cases are elaborated in the following sub-sections. 

TABLE I.  CONTROL PARAMETERS OF APO AND PSO  

APO PSO 

Population size = 50; 
Max. iteration number = 100 

Gravitational constant (G) = 0.01 

Swarm size = 50; 
Max. iteration number = 100 

Acceleration constants, C1 = C2= 2;  
w=1 

 

A. IEEE 30-Bus System  
The test data (line data, bus data and generator limits) along 

with network topology are taken from [32]. The test system 
comprises of six-generators and 41 transmission lines. The total 
real power demand on the system is 189.2 MW. 

1) Case A: Base Case  
The results for the base case that are obtained by using the 

proposed hybrid and APO, and PSO methods are shown in 
Table II. The optimal fuel cost attained by the proposed hybrid 
method is 576.62 $/h. Figure 3 shows the comparison 
convergence characteristic. The results reveal that PSO 
algorithm was trapped at local optimum point, however, 
exhibits faster convergence characteristic. Whereas APO 
attains the near global optimum point, but exhibits poor 
convergence characteristic. The proposed hybrid optimization 
method was superior and robust compared to APO and PSO 
algorithms in terms of getting near global optimum point and 
faster convergence.  

2) Case B: (N-1) Contingency Case  
A set of contingency scenarios are created by implementing 

three phase short circuit faults at each bus on the system. The 
dynamic security assessment was done on the basis of transient 

stability index (TSI) [28], which is determined by Time-
Domain simulation. The top-ranked contingency scenarios are 
listed in Table III.  

TABLE II.  IEEE 30-BUS SYSTEM: OPTIMAL GENERATION (MW) FOR BASE 
CASE 

Generator bus 
number 

Proposed hybrid 
method APO PSO 

G1 43.69 44.03 33.24 
G2 58.16 58.61 48.73 
G13 17.62 18.17 12.80 
G22 23.21 23.34 24.75 
G23 16.76 15.98 17.94 
G27 32.69 32.00 55.00 

Fuel cost ($/h) 576.62 576.73 577.32 
CPU time (s) 48.90 49.20 58.20 

 

 
Fig. 3.  Convergence characteristic of base case for 30-bus system. 

The thermal and voltage limits are considered as 120% and 
± 5% of the base case values respectively. The δmax value is set 
to 120o. The proposed optimization algorithm is implemented 
to solve the DSCOPF problem with preventive control actions 
like generator rescheduling to bring the system into normal 
operating conditions. The relative rotor generator angles with 
respect to ref/slack generator obtained by the proposed hybrid 
method are shown in Figures 4(a), 4(b). It is revealed that the 
relative rotor angles have not violated their maximum 
allowable limits after the rescheduling of active power 
generations. Hence it can be said that the system is dynamically 
secured during the various contingency scenarios. The fuel 
costs along with optimal active powers obtained by the 
proposed as well as other reported methods are shown in Table 
IV. Only the top two severe contingency cases are presented in 
detail. The fuel cost of thermal generators obtained by the 
proposed hybrid optimization method for a line outage between 
buses 1-2 and 2-5 are 603.90 $/h and 593.98 $/h respectively. 
The proposed method gives a better global optimal fuel cost 
than the standard APO and PSO methods. The comparison of 
convergence characteristics of the proposed hybrid PSO-APO 
algorithm, as well as for other reported algorithms for line 
outage between buses 1-2 and 2-5, is shown in Figures 5 and 6. 
The CPU times for completion of hundred iterations are listed 
in Tables II and IV. The computational time of the HPSO-APO 
is faster than APO and PSO methods. Hence, the proposed 
hybrid optimization method is superior and more robust than 
the standard APO and PSO algorithms in terms of getting near 
global optimum point and faster convergence. The performance 
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measure (mean and standard deviation) and statistical (P-
values) results obtained over 20-independent runs by the 
proposed as well as standard APO and PSO algorithms are 
shown in Table V. The P-values are obtained from Wilcoxon’s 
rank sum test. The results indicate that the proposed HPSO-
APO algorithm achieves the statistically best final accuracy 
over standard algorithms. 

 

 

 
Fig. 4.  Generator relative rotor angles for 30-bus system – proposed 
hybrid algorithm (a) Contingency-1 (between buses 1-2) (b) Contingency-2 
(between buses 2-5). 

 
Fig. 5.  Convergence characteristic of contingency-1 (between buses 1-2) 
for 30-bus system. 

 
Fig. 6.  Convergence characteristic of contingency-2 (between buses 2-5) 
for 30-bus system. 

TABLE III.  DYNAMIC CONTINGENCY RANKING FOR 30-BUS SYSTEM 

Faulted bus 
number 

Line outage 
between buses 

Transient Stability 
Index (TSI) Rank 

1 1-2 -87.62 1 
2 2-5 -87.18 2 
27 27-29 -85.32 3 
23 15-23 -10.60 4 
22 10-22 -7.67 5 

TABLE IV.  IEEE 30-BUS SYSTEM: OPTIMAL RESCHEDULING OF 
GENERATION (MW) FOR CONTINGENCY CASE 

Generator bus 
number 

Line outage between buses 
Proposed 

Hybrid method APO PSO 

1-2 2-5 1-2 2-5 1-2 2-5 
G1 10.80 45.39 10.58 46.46 10.51 63.83 
G2 65.33 30.71 74.94 30.55 68.91 12.66 
G13 24.15 24.08 21.35 25.44 20.44 22.04 
G22 26.50 25.79 25.47 25.64 24.40 43.12 
G23 21.76 20.43 20.36 22.31 26.36 6.55 
G27 43.28 45.67 39.16 41.60 41.33 44.05 

Fuel cost ($/h) 603.90 593.98 604.92 594.07 605.10 596.25 
CPU time (s) 103.2 105.7 112.5 113.9 123.8 125.6 

 

B. New England 39-Bus System  
The line data, bus data, and generator limits along with 

network topology are taken from [16]. The system comprises 
10-generators, 46-transmission corridors, and 29-load buses. 
The total load on the system is 6098.0 MW. The δmax value is 
considered as 120o. 

1) Case A: Base case 
The optimal active power generations along with fuel costs 

for the proposed hybrid as well as standard APO and PSO 
methods are shown in Table VI. As shown, the proposed 
HPSO-APO algorithm outperforms the APOS and PSO 
algorithms and gives a fuel cost of 60917.68 $/h. The 
convergence characteristic of the best trail for the three 
algorithms is shown in Figure 7. The results reveal that the 
proposed method provides better results in terms of reaching 
near global optimum point and faster convergence 
characteristic when compared to standard individual algorithms 
like PSO and APO.  

 
Fig. 7.  Convergence characteristic of base case for 39 bus system. 

2) Case B: (N-1) Contingency case  
The HPSO-APO algorithm is employed for the DSCOPF 

problem by rescheduling generators to minimize the severity 
during contingency conditions. The contingency ranking is 

(a) 

(b) 
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based on TSI using T-D simulations and the five top ranked 
harmful contingencies are listed in Table VII. The optimal 
values of active power generations along with fuel costs are 
shown in Table VIII. The minimum fuel cost obtained by 
HPSO-APO for line outage between buses 17-27 and 4-5 are 
60964.60 $/h and 61151.16 $/h respectively. The active power 

generations of all generators are rescheduled subjected to 
system static and dynamic constraints. The results reveal that 
the proposed HPSO-APO algorithm achieves a near-optimal 
value when compared to the standard PSO and APO 
algorithms. The relative rotor generator angles are shown in 
Figure 8. 

TABLE V.  IEEE 30-BUS SYSTEM: PERFORMANCE AND STATISTICAL COMPARISON OF DIFFERENT ALGORITHMS FOR BASE CASE AND CONTINGENCY CASES 

Cost ($/h) 
Base case Line outage between buses 1-2 Line outage between buses 2-5

Proposed 
hybrid 
method 

APO PSO 
Proposed 

hybrid 
method 

APO PSO 
Proposed 

hybrid 
method 

APO PSO 

Best 576.62 576.73 577.32 603.90 604.92 605.10 593.98 594.07 596.25 
Worst 576.75 576.83 578.08 604.61 605.81 609.42 594.29 596.54 598.71 
Mean 576.66 576.78 277.41 604.28 605.21 607.65 594.16 595.22 597.36 

Standard 
deviation 0.039642 0.040029 0.538858 0.360026 0.383541 1.649737 0.116148 1.220495 0.792447 

P-values NA 2.14e-04 1.32e-04 NA 1.28e-04 1.29e-04 NA 3.86e-04 1.28e-04 
 

TABLE VI.  NEW ENGLAND 39-BUS SYSTEM: OPTIMAL GENERATION (MW) 
FOR BASE CASE 

Generator bus 
number 

Proposed 
hybrid method APO PSO 

G30 247.44 256.74 262.18 
G31 560.07 545.76 650.00 
G32 653.84 637.88 678.27 
G33 654.41 600.59 387.71 
G34 498.45 476.38 556.61 
G35 673.97 615.86 750.00 
G36 528.48 623.74 673.89 
G37 542.59 530.83 423.82 
G38 841.17 856.63 747.34 
G39 940.55 995.39 994.64 

Fuel cost ($/h) 60917.68 60999.79 61165.77 
CPU time (s) 134.40 137.80 142.40 

 

TABLE VII.  DYNAMIC CONTINGENCY RANKING FOR 39-BUS SYSTEM 

Faulted bus 
number 

Line outage 
between buses 

Transient Stability 
Index (TSI) 

Rank 

27 17-27 -90.83 1 
5 4-5 -88.92 2 
17 16-17 -88.78 3 
10 10-13 -86.78 4 
8 8-9 -85.94 5 

 

The convergence plots of the proposed HPSO-APO, PSO 
and APO algorithms for the both contingency scenarios are 
shown in Figures 9 and 10. As shown, the proposed HPSO-
APO method has quite faster convergence characteristics 
compared to existing reported methods. The proposed hybrid 
algorithm integrates the strength of both algorithms to get a 
balance between exploration and exploitation. The relative 
rotor angles obtained by the proposed HPSO-APO and reported 
methods are shown in Figure 9 (a, b). This confirms the relative 
rotor angles have Not violated their maximum limits during the 
alleviation of contingency. Hence, the system is dynamically 
secured after the rescheduling of active power outputs during 
the contingency scenario. The CPU time for completion of 
hundred iterations of the proposed hybrid algorithm for both 
the cases is tabulated in Tables VI and VIII. It shows that the 
proposed HPSO-APO method is faster compared to the 
standard APO and PSO methods. The performance measure 
(mean and standard deviation) and statistical results (P-values) 
comparison of the proposed HPSO-APO as well as standard 
APO and PSO algorithms for both base case and contingency 
cases are tabulated in Table IX. The results indicate that the 
proposed HPSO-APO algorithm achieves the statistically best 
final accuracy over standard APO and PSO algorithms.  

TABLE VIII.  NEW ENGLAND 39-BUS SYSTEM: OPTIMAL RESCHEDULING OF GENERATION (MW) FOR CONTINGENCY CASE 

Generator bus 
number 

Line outage between buses 
Proposed hybrid method APO PSO 
17-27 4-5 17-27 4-5 17-27 4-5 

G30 238.87 275.02 231.35 151.37 255.20 202.52 
G31 541.74 550.20 544.87 460.21 430.39 374.84 
G32 653.72 628.50 692.26 489.19 589.12 650.90 
G33 648.93 609.63 623.85 715.13 659.12 750.00 
G34 483.92 456.97 505.35 546.79 474.14 502.86 
G35 697.01 750.00 615.82 745.53 711.40 644.71 
G36 565.44 555.15 557.19 750.00 637.58 680.30 
G37 530.09 502.31 579.45 548.52 608.21 477.18 
G38 804.45 900.00 718.25 864.54 832.05 900.00 
G39 975.22 914.74 1067.05 885.02 949.12 965.77 

Fuel cost ($/h) 60964.60 61151.16 61055.45 61201.75 61250.78 61373.37 
CPU time (s) 182.35 185.26 192.89 193.25 210.78 212.65 
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Fig. 8.  Generator relative rotor angles for 39-bus system – proposed 
hybrid algorithm (a) Contingency-1 (between buses 17-27) (b) Contingency-2 
(between buses 4-5) 

 

 
Fig. 9.  Convergence characteristic of contingency-1 (between buses 17-

27) for 39-bus system. 

 
Fig. 10.  Convergence characteristic of contingency-2 (between buses 4-5) 

for 39-bus system. 

TABLE IX.  NEW ENGLAND 39-BUS SYSTEM: PERFORMANCE AND STATISTICAL COMPARISON OF DIFFERENT ALGORITHMS FOR BASE CASE AND CONTINGENCY 
CASES 

Cost ($/h) 
Base case Line outage between buses 17-27 Line outage between buses 4-5

Proposed 
hybrid method APO PSO Proposed hybrid 

method APO PSO Proposed hybrid 
method APO PSO 

Best 60917.8 60999.7 61165.7 60964.6 61055.4 61250.7 61151.1 61201.7 61373.5 
Worst 60946.2 61057.5 61230.2 60990.2 61109.8 61315.1 61182.1 61373.3 61404.1 
Mean 60928.5 61027.5 61205.7 60979.0 61070.7 61263.9 61162.9 61287.4 61391.0 
Std 11.25619 23.68506 27.75061 11.80751 21.37535 30.23327 13.26959 17.31354 16.43638 

P-values NA 1.884e-04 1.872e-04 NA 1.92e-04 1.89e-04 NA 1.23e-04 1.23e-04 
          

V. CONCLUSIONS 
A novel hybrid PSO-APO algorithm is employed in this 

paper to solve the dynamic security constrained optimal power 
flow (DSCOPF) problem in order to enhance system security. 
The proposed hybrid optimization algorithm integrates the 
strengths of both algorithms to get a balance between 
exploration and exploitation. The proposed method is 
demonstrated on standard test systems like the IEEE six-
generator, 30-bus system and the New England ten-generator, 
39-bus system. Simulation results revealed that the proposed 
hybrid PSO-APO algorithm is shown to be superior and more 
robust compared to the standard APO and PSO algorithms in 
terms. 
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