
Engineering, Technology & Applied Science Research Vol. 15, No. 3, 2025, 22976-22982 22976  
 

www.etasr.com Kumar & M S: Relevance-Aware Content-based Image Retrieval using Deep Hybrid Feature Extraction 

 

Relevance-Aware Content-based Image 

Retrieval using Deep Hybrid Feature Extraction 
 

Ranjeet Kumar  

Department of Computer Science & Engineering, Don Bosco Institute of Technology, Bangalore, India 

ranjeet.ktr290@gmail.com (corresponding author)  

 

Narasimha Murthy M S  

Department of Information Science & Engineering, BMS Institute of Technology and Management, 

Bangalore, India 

narasimhamurthyms@bmsit.in 

Received: 2 March 2025 | Revised: 25 March 2025 | Accepted: 29 March 2025 

Licensed under a CC-BY 4.0 license | Copyright (c) by the authors | DOI: https://doi.org/10.48084/etasr.10767 

ABSTRACT 

Content-Based Image Retrieval (CBIR) requires balancing feature representation quality, computational 

efficiency, and robust performance across diverse image domains. Traditional methods lack semantic 

understanding, whereas deep learning approaches often exclude critical local structural information. This 

study presents a novel hybrid framework that effectively combines Histogram of Oriented Gradients 

(HOG) with EfficientNet through a two-stream architecture, enhanced by a query-sensitive co-attention 

mechanism and Fisher vector encoding. The framework employs an adaptive fusion strategy that 

dynamically adjusts feature contributions based on the query context and overcomes key limitations of 

existing approaches. Experimental evaluation on benchmark datasets demonstrates superior performance, 

achieving mean Average Precision scores of 0.89, 0.85, and 0.83 on Corel-1K, Oxford5K, and Paris6K 

datasets, respectively, representing a 3-5% improvement over state-of-the-art methods. The framework 

shows particular effectiveness in handling challenging scenarios such as viewpoint variations and partial 

occlusions, with landmark queries achieving a Precision@10 of 0.92. Comprehensive ablation studies 

validate the contribution of each component, with HOG feature integration and attention mechanism 

improving performance by 4.2% and 3.8%, respectively. The proposed approach successfully bridges the 

gap between traditional and deep learning methods while maintaining computational efficiency for 

practical applications. 

Keywords-content-based image retrieval; feature fusion; deep learning; attention mechanism; Fisher vector 

encoding; image feature extraction 

I. INTRODUCTION  

Content-Based Image Retrieval (CBIR) has transformed 
digital image search and retrieval in various domains, including 
medical imaging, satellite imagery, and multimedia 
applications [1]. The exponential growth of digital image 
collections, particularly in specialized fields such as medical 
diagnostics, surveillance systems, and social media platforms, 
necessitates efficient retrieval mechanisms to analyze visual 
content directly [2]. Traditional text-based image retrieval 
systems rely heavily on manual annotations, making them 
impractical for large-scale applications. CBIR systems address 
this limitation by extracting meaningful information through 
advanced feature descriptors, allowing automated retrieval 
based on image content rather than metadata [3].  

The evolution of CBIR techniques began with fundamental 
approaches that focused on basic visual features [4]. In [5], a 
comprehensive framework was established, analyzing color, 
texture, and shape features in image retrieval. This study 

provided crucial benchmarks through systematic evaluation of 
precision, recall, and response time metrics across different 
feature combinations. This foundational work revealed that 
although individual features could capture specific image 
characteristics, they often fail to represent complex semantic 
relationships [6]. An analysis of various feature extraction 
techniques demonstrated that the combination of multiple 
feature types could significantly improve retrieval accuracy, 
although computational efficiency remained a challenge. The 
limitations of traditional approaches led to the exploration of 
deep learning solutions. In [7], significant progress was made 
by implementing pre-trained CNN models, specifically VGG16 
and ResNet-50, through transfer learning. A comparative 
analysis on the ImageNet dataset demonstrated how deep 
learning architectures could effectively capture hierarchical 
feature representations, substantially improving retrieval 
accuracy [8]. This work particularly highlighted the advantages 
of transfer learning in reducing training requirements while 
maintaining high performance across diverse image categories.  
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In [9], an innovative co-attention mechanism was 
introduced to address the challenge of complex image 
scenarios by dynamically adapting to query content. This 
approach showed remarkable improvements in handling non-
salient objects and complex backgrounds, particularly in 
scenarios where traditional methods failed. In [10], a 
sophisticated semantic pyramid approach was developed for 
handcraft feature fusion. This work introduced novel evaluation 
metrics through t-SNE visualization and silhouette criterion 
analysis, providing deeper insight into feature behavior and 
interpretability. The field further evolved with advanced feature 
representation techniques. In [11], a comprehensive fuzzy 
graph model was proposed, incorporating deep representations 
and introducing adaptive learning mechanisms that improved 
retrieval accuracy. In [12], the persistent challenge of data 
imbalance was addressed through innovative fuzzy clustering-
based feature normalization. Extensive experiments on 
benchmark datasets (Corel10, Oxford5k, Paris6k) demonstrated 
significant improvements in retrieval precision. In [13], 
breakthrough results were achieved with an integrated feature 
approach and multi-subspace randomization, reporting 
unprecedented precision rates of 94.36% and 96.03% on the 
Corel and VOC datasets, respectively. 

Recent developments have focused on addressing practical 
implementation challenges in real-world scenarios. In [14], a 
sophisticated privacy-preserving framework was developed, 
utilizing DenseNet for feature extraction and incorporating 
innovative traitor tracking capabilities while maintaining 
retrieval efficiency. In [15], the potential of dictionary learning 
combined with CNN features was explored for efficient hash 
code generation, demonstrating promising results on modified 
COREL datasets. Based on these advances, an optimized 
approach was introduced in [16], using separable CNNs with 
intermediate layer feature extraction and achieving superior 
retrieval performance through approximate Nearest Neighbor 
Search (ANNOY). Despite these significant advances, current 
CBIR systems face several critical limitations. Deep learning 
models, while effective in extracting high-level features, often 
overlook important local structural information [17]. 
Traditional feature extractors maintain good local feature 
representation but lack semantic context, resulting in 
mismatches between conceptually similar images. The 
computational complexity of existing hybrid approaches poses 
significant challenges for real-time retrieval in large-scale 
databases [18]. Furthermore, current systems exhibit 
inconsistent performance across diverse image domains and 
lack robust mechanisms to manage cross-domain queries [19].  

The proposed framework addresses these limitations 
through the following key contributions: 

 A novel two-stream architecture integrating Histogram of 
Oriented Gradients (HOG) features with EfficientNet 
through an adaptive fusion mechanism for enhanced 
retrieval performance. 

 An innovative query-sensitive co-attention mechanism, 
which dynamically aligns query and image features, 
combined with Fisher vector encoding, which is a statistical 
method aggregating local descriptors, for robust similarity 
measurement.  

The proposed framework implements a hybrid architecture 
that effectively combines HOG with EfficientNet features. The 
system employs a sophisticated two-stream approach, where 
HOG captures detailed local gradient structures and shape 
information while EfficientNet extracts rich semantic features 
through its optimized deep learning architecture. This design 
addresses current limitations in CBIR systems by balancing 
local feature precision with semantic understanding while 
maintaining computational efficiency for real-time 
applications.  

II. FRAMEWORK FOR HYBRID CBIR 

The proposed method introduces a novel hybrid approach 
for content-based image retrieval that effectively combines 
traditional feature descriptors with advanced deep learning 
techniques. The framework is designed to address the 
limitations of existing CBIR systems by incorporating both 
local structural information and high-level semantic features 
while maintaining computational efficiency for practical 
applications. 

A. System Architecture 

The proposed framework implements a two-stream 
architecture for content-based image retrieval, combining 
traditional feature descriptors with deep learning capabilities. 
Figure 1 illustrates the system architecture, consisting of 
parallel processing streams for local and semantic feature 
extraction, followed by adaptive fusion and similarity 
measurement modules. The system processes input images 
through two parallel streams: a local feature stream utilizing 
HOG descriptors and a semantic stream employing 
EfficientNet. These complementary streams capture both fine-
grained structural details and high-level semantic information, 
essential for robust image retrieval. 

 

 

Fig. 1.  Proposed hybrid system architecture. 
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B. Feature Extraction and Fusion 

The feature extraction and fusion module is the core of the 
proposed framework, implementing a two-stream approach that 
processes images through parallel pathways. This design 
allows the system to capture both fine-grained structural details 
and high-level semantic information. The module consists of 
three main components: local feature extraction, semantic 
feature extraction, and adaptive feature fusion. 

1) Local Feature Stream 

The local feature extraction process begins with gradient 
computation, which forms the foundation for capturing local 
structural information in images. For an input image �(�, �), 
the gradient magnitude and orientation are calculated as: 

|�(�, �)|  =  �(��� + ���)   (1) 

�(�, �)  =  ������(��/��)   (2) 

The gradient computation employs Sobel operators, where ��  represents the horizontal gradient obtained through the 
convolution of the image with the kernel [−1, 0, 1], while �� 
uses the kernel [−1, 0, 1]� for vertical gradients. This operation 
effectively captures intensity changes in both directions. The 
magnitude |�(�, �)| provides the strength of the edge at each 
pixel, while �(�, �)  indicates the edge direction, ensuring 
rotation invariance in feature detection. 

The HOG descriptor construction process aggregates these 
gradients into histograms: 

�(�) = ∑∑�(�,  ) · "[#(�,  )  =  �]  (3) 

$ℎ = �&�'�(�)*(�)    (4) 

The weighting factor �(�,  )  ensures that each pixel 
contributes according to its gradient magnitude, providing 
robustness to noise and small deformations. The histogram � is 
computed over cells of size 8×8 pixels with 9 orientation bins, 
capturing local shape information effectively. The 
normalization process employs L2-norm with a clipping 
threshold of 0.2: 

$ℎ =  '��(�/+(,|�|,� + -), 0.2)  

This normalization is particularly important for maintaining 
consistent feature representation across different imaging 
conditions. 

2) Semantic Feature Stream 

The semantic feature extraction utilizes EfficientNet, 
defined as: 

$* =  0(�(�, �);  �)    (5) 

The network implements compound scaling of dimensions 
following 2 =  34, � = 54, and  � = 64 subject to: 3 · 5� ·
6� ≈ 2  and 3 ≥ 1, 5 ≥ 1, 6 ≥ 1 , where 3 , 5 , and 6  control 
network depth, width, and resolution, respectively. This scaling 
maintains computational efficiency while maximizing feature 
extraction capability. 

The co-attention mechanism calculates attention weights 
through: 

9 = :;�(�, �), < = :��(�, �)  (6) 

3 = =&$�'��(9<�/√2)   (7) 

The projection matrices :;  and :�  transform input 
features into query and key spaces, allowing the model to learn 
relevant feature relationships. The attention weights are 
normalized using softmax: 

3? = *�@()?)/∑*�@()A)  

where )? represents the �-th element of 9<�/√2. The attended 
features are calculated as: 

$� = 3 · $*     (8) 

3) Feature Fusion: 

The fusion mechanism implements an adaptive 
combination of local and semantic features: 

� = B(CDE([$ℎ;  $�]))   (9) 

$FGHIJ = � ⊙ $ℎ + (1 − �) ⊙ $�  (10) 

The MLP learns optimal feature combination weights 
through a sigmoid activation: 

B(�)  =  1/(1 + *LM)  

C. Similarity Measurement 

The similarity measurement module implements a 
comprehensive approach to compare and rank images based on 
their extracted features. This module combines traditional 
distance metrics with attention-based relevance scores, 
ensuring that both structural and semantic similarities are 
considered in the final ranking. The proposed similarity 
measurement technique addresses the challenges of high-
dimensional feature comparison while maintaining 
computational efficiency. The similarity measurement process 
begins with Fisher vector encoding, which transforms variable-
length feature sets into fixed-dimensional representations: 

6�(�)  =  @(�|��)/∑@( |��)   (11) 

This soft assignment mechanism computes the probability of 
feature ��  belonging to the � -th Gaussian component. The 
Fisher vector components are then computed as: 

4N, � = (1/√O�)∑6�(�)(�� − P�)/B�   (12) 

4Q, � = (1/√2O�)∑6�(�)[(�� − P�)�/B�� − 1] (13) 

These equations capture first and second-order statistics of 
the feature distribution with respect to the GMM parameters {O�, P�, B�} . The complete Fisher vector representation is 
formed by concatenation: 

0 =  [4N, 1, 4Q, 1, . . . , 4N, �, 4Q , �]  (14) 

The final similarity computation combines multiple 
measures. The base similarity between query and database 
images is calculated as: 

TUVHI = *�@(−W||0; − 02||²)   (15) 
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where W controls the sensitivity of the similarity measure. The 
attention-based relevance score incorporates semantic 
similarity: 

Y = ∑3 · �&=($�Z , $�J)   (16) 

The final ranking score combines these measures: 

[ =  5TUVHI + (1 − 5)Y   (17) 

III. RESULTS AND DISCUSSION 

The proposed CBIR framework was evaluated through 
comprehensive testing on multiple datasets, comparing its 
performance against state-of-the-art methods. These 
experiments provide deeper insights into the framework's 
performance characteristics, demonstrating the significance of 
HOG feature integration and the attention mechanism. 

A. Datasets 

The performance of the framework was evaluated on three 
benchmark datasets. The Corel-1K dataset contains 1,000 
images across 10 classes (100 images per class), including 
diverse categories, such as African people, buildings, flowers, 
and food, with a consistent resolution of 384×256 pixels [20, 
21]. The Oxford5K dataset comprises 5,062 high-resolution 
images of Oxford landmarks, featuring 55 query images across 
11 landmarks [22, 23]. The Paris6K dataset includes 6,412 
images with 55 query images representing 11 Paris landmarks, 
incorporating diverse architectural scenes, viewpoint 
variations, and distractor images [24, 25]. These datasets 
present progressively challenging scenarios to evaluate 
retrieval performance, from controlled environments to 
complex real-world conditions with varying viewpoints, 
occlusions, and lighting conditions. 

B. Experimental Setup 

The proposed framework was implemented using PyTorch 
(v1.9.0) on an NVIDIA RTX 3090 GPU (24GB). EfficientNet-
B4, pre-trained on ImageNet, was fine-tuned using Adam 
optimizer (learning rate 1e-4, 5\=0.9, 5�=0.999) with a batch 
size of 32 for 100 epochs. A learning rate decay of 0.1 was 
applied every 30 epochs. HOG features were calculated using 
8×8 pixel cells with 9 orientation bins and 2×2 block 
normalization. Fisher vector encoding used 64 Gaussian 
components. Data augmentation included random horizontal 
flipping ( @ =0.5), color jittering (factor=0.4), and random 
cropping to 224×224 pixels from 256×256 resized images. The 
model employed mixed precision training, Xavier initialization 
for attention parameters, and batch normalization with ReLU 
activation. A feature cache mechanism was implemented to 
optimize retrieval time. The implementation utilized Python 
3.8, CUDA 11.2, and scikit-learn (v0.24.2). 

C. Performance Evaluation 

Table I compares the proposed method with state-of-the-art 
approaches. The proposed method outperformed them, 
achieving mAP/P@10 scores of 0.89/0.91 (Corel-1K), 
0.85/0.88 (Oxford5K), and 0.83/0.86 (Paris6K). On Corel-1K, 
exceeding the best baseline by 0.03, leveraging hybrid feature 
representation to capture structural patterns. On Oxford5K, it 
surpassed the same baseline by 0.04, aided by an attention 

mechanism that prioritizes architectural features under variable 
conditions. Similar gains on Paris6K highlight its strength in 
complex scenarios. These results demonstrate improved cross-
domain generalization and local feature retention. 

TABLE I.  COMPARATIVE ANALYSIS ON BENCHMARK 
DATASETS 

Method Corel-1K Oxford5K Paris6K 

 mAP/P@10 mAP/P@10 mAP/P@10 

CNN-nased  0.82/0.85 0.76/0.79 0.74/0.77 

Graph-based  0.84/0.87 0.79/0.82 0.77/0.80 

Attention-based 0.86/0.89 0.81/0.84 0.80/0.83 

Proposed method 0.89/0.91 0.85/0.88 0.83/0.86 
 

Figure 2 shows a comparison of retrieval performance 
across different methods. Each dataset is represented by 
differently colored bars, with error bars indicating standard 
deviation across multiple runs. The graph demonstrates the 
consistently superior performance of the proposed method, 
with notable improvements of 3-5% across all datasets. 

Figure 3 shows Precision-Recall curves that demonstrate 
retrieval performance. The graph shows curves for all three 
datasets. Solid lines represent the proposed method, while 
dashed lines show baseline approaches. Shaded regions 
indicate 95% confidence intervals calculated over multiple 
runs. The consistently higher positioning of the proposed 
method's curves illustrates superior retrieval performance, 
particularly in the high-precision regime. 

 

 

Fig. 2.  Comparative analysis of retrieval performance. 

 
Fig. 3.  Precision-recall curves across models. 
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D. Ablation Study 

Ablation studies were carried out to validate the 
effectiveness of each component in the proposed framework. 
These experiments provide deeper insights into the 
framework's performance characteristics, demonstrating the 
significance of HOG feature integration and the attention 
mechanism, which contribute 4.2% and 3.8% improvements in 
mAP, respectively.  

TABLE II.  ABLATION STUDY RESULTS 

Component configuration 
Corel-1K Oxford5K Paris6K 

mAP mAP mAP 

Baseline (EfficientNet only) 0.79 0.73 0.71 

HOG features 0.83 0.78 0.76 

Attention mechanism 0.87 0.82 0.80 

Complete framework 0.89 0.85 0.83 

 
The contribution of each component was systematically 

evaluated through comprehensive ablation studies. Starting 
with a baseline implementation using only EfficientNet 
features, each major component was progressively added to 
quantify its impact. The baseline achieved an mAP of 79% on 
Corel-1K, providing a strong foundation for comparison. 
Figure 4 shows the component-wise performance visualization, 
where the stacked area chart shows the cumulative impact of 
each component addition. Overlaid line graphs track 
computational overhead, showing the trade-off between 
performance improvement and computational cost. The 
integration of HOG features with deep learning representations 
increases performance to 83.2%, demonstrating the value of 
combining traditional and modern feature extraction 
approaches. The addition of the attention mechanism further 
enhances performance to 87%, with particularly notable 
improvements in handling queries with complex backgrounds. 
This validates the effectiveness of the query-sensitive co-
attention approach in focusing on relevant image regions. 

 

 

Fig. 4.  Ablation study: component-wise analysis. 

The performance of the proposed framework was evaluated 
across different query types, as shown in Figure 5. The analysis 
encompasses landmarks, buildings, indoor scenes, and natural 
scenes, measuring Precision@10, Recall@10, and F1-score for 
each category. Landmark queries achieved the highest 
performance with a Precision@10 of 0.92 and Recall@10 of 

0.85, followed closely by building queries with Precision@10 
of 0.88. Indoor and natural scenes showed robust performance 
with F1-scores of 0.82 and 0.84 respectively, indicating the 
framework's effectiveness across diverse query types. 

 

 

Fig. 5.  Performance analysis across query types. 

E. Retrieval Performance Analysis 

Figure 6 presents a comprehensive comparison of retrieval 
performance between the proposed and existing approaches 
across different retrieval depths (�). The proposed framework 
consistently outperformed the attention-based, graph-based, 
and CNN-based methods in all values of �. At � = 10, the 
framework achieved a precision of 0.89, maintaining superior 
performance even as �  increased. The performance gap is 
particularly pronounced at lower �  values, demonstrating the 
framework's effectiveness in ranking the most relevant results 
higher. Even at � = 100, the proposed method maintained a 
precision of 0.75, significantly above the baseline methods, 
indicating robust performance in deeper retrieval scenarios. 

 

 

Fig. 6.  Retrieval performance analysis. 

IV. CONCLUSION 

CIBR systems have evolved from basic color- and texture-
based approaches to sophisticated deep-learning methods. 
However, critical gaps remain in balancing local feature 
precision with semantic understanding while maintaining 
computational efficiency. Traditional methods using 
handcrafted features, such as color histograms and texture 
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patterns, although computationally efficient, fail to capture 
complex semantic relationships. Recent deep learning 
approaches, while effective at semantic feature extraction, 
often overlook important local structural information and 
struggle with real-time performance in large-scale databases. 
The proposed hybrid framework addresses these limitations 
through a two-stream architecture that integrates HOG features 
with EfficientNet, enhanced by a query-sensitive co-attention 
mechanism and Fisher vector encoding. Experimental 
validation on benchmark datasets demonstrated significant 
performance improvements, achieving 0.89, 0.85, and 0.83 
mAP scores on the Corel-1K, Oxford5K, and Paris6K datasets, 
a 3-5% improvement over state-of-the-art methods. The 
framework exhibits robustness in challenging scenarios, with 
landmark queries achieving a Precision@10 of 0.92, while 
maintaining strong performance across diverse image 
categories. Ablation studies confirmed the effectiveness of each 
component, with HOG feature integration and the attention 
mechanism contributing 4.2% and 3.8% improvements, 
respectively. The method's adaptability suggests a strong 
potential for generalization to domain-specific applications. For 
instance, preliminary insights show that the framework can be 
extended to satellite imagery (e.g., AID dataset) and medical 
imaging (e.g., IRMA dataset), where structured textures and 
domain-driven semantic patterns can benefit from the proposed 
hybrid representation and attention mechanisms. Future 
research directions include exploring advanced attention 
mechanisms to improve feature relevance weighting, enhancing 
semantic relationship learning for better contextual 
understanding, and optimizing computational efficiency for 
large-scale applications. Additionally, investigating domain-
specific retrieval tasks (e.g., medical imaging, satellite 
imagery) and cross-modal retrieval scenarios (e.g., image-to-
text search) could further extend the capabilities of CBIR 
systems in real-world applications. 
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