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ABSTRACT 

This study explores the optimization of Automated Question Generation (AQG) for educational 

assessments using Large Language Models (LLMs) and ontologies. Three approaches are evaluated: 

template-based structured ontology question generation, LLM-based structured ontology question 

generation, and LLM-based flat concept list question generation, using BERT Precision, Recall, F1-score, 

and Semantic Similarity as performance metrics. The results show that: i) the template-based structured 

ontology approach achieved a BERT Precision of 0.833, Recall of 0.844, and F1-score of 0.838, with a 

Semantic Similarity of 0.563, ii) the LLM-based structured ontology method showed improvements with a 

BERT Precision of 0.856, Recall of 0.863, and F1-score of 0.859, but a lower Semantic Similarity of 0.534, 

and iii) the LLM-based flat concept list approach provided the best results, achieving BERT Precision, 

Recall, and F1-score of 0.859, along with the highest Semantic Similarity of 0.567. Despite the higher 

semantic similarity of the LLM-based flat concept list, qualitative analysis revealed that the unstructured 

ontology sometimes produced hallucinated or unrelated questions. These findings suggest that LLM-based 

methods provide a balance of relevance and diversity in question generation, with LLM-based flat concept 

list offering the most optimal results for question generation, while LLM-based structured ontology strikes 

a balance between Precision and Recall. 

Keywords-AI in education; ontologies; question generation; Large Language Models (LLMs) 

I. INTRODUCTION  

AQG can potentially transform the field of educational 
assessments by considerably reducing teachers’ workloads, 
streamlining the creation of evaluation tools, and enabling the 
personalization of learning opportunities to better address each 
student's specific needs and abilities. However, current AQG 
methods face considerable limitations in producing 
comprehensive and meaningful assessments, as they often 
struggle to generate diverse questions aligned with specific 
learning objectives [1].  

With the growing interest in LLMs, several studies have 
explored their application in educational question generation 
[2]. A comprehensive review in [3] discussed the application of 
ontologies in education, where they serve as structured 
frameworks defining concept relationships, thereby improving 

knowledge representation and management. An architecture 
integrating ontologies with question-generation algorithms was 
proposed in [4]. Their integration addresses the contextual 
limitations of LLMs and the static nature of traditional 
ontology-based systems, leading to improved question quality 
and better alignment with instructional goals [5].  

Similarly, an ontology-based Multiple-Choice Question 
(MCQ) generator demonstrated that structured information 
facilitates semantically coherent question generation [6], with 
further studies exploring direct MCQ generation from 
ontologies [7, 8]. Instructional question generation leveraging 
LLMs’ human-like capacities was explored in [9], while 
authors in [10] integrated ontologies with Retrieval-Augmented 
Generation (RAG) to enhance LLM-generated content. 
Additionally, LexExMachinaQA was introduced to 



Engineering, Technology & Applied Science Research Vol. 15, No. 3, 2025, 23664-23671 23665  
 

www.etasr.com Alamoudi et al.: Optimizing Automated Question Generation for Educational Assessments 

 

automatically generate ontology lexicons for linked data 
question answering [11]. GPT-3.5 Turbo has also been applied 
to generate cloze questions for English vocabulary assessments 
[12–14]. Other studies highlighted how prompt engineering 
and few-shot learning improve LLM adaptability to new 
domains with minimal data [15] and explored MCQ generation 
for rational pharmacotherapy examinations [16]. A 
comprehensive review of the AQG methodologies underscores 
the diversity of approaches, including rule-based, ontology-
based, and data-driven techniques, while confirming that 
ontology-based systems produce semantically rich, context-
aware questions [17].  

Moreover, integrating structured knowledge representations 
with natural language generation enables ontology-enhanced 
LLMs to overcome traditional limitations. One framework has 
used ontology lexicon induction to improve linked data 
question answering, resulting in semantically accurate and 
contextually relevant educational content [18]. Another 
approach has focused on the development of an automatic 
question generation system tailored for high school English 
education, illustrating the effective application of LLMs in 
structured academic contexts [19].  

These examples illustrate the practical advantages of 
integrating LLMs with ontological structures to enhance both 
the relevance and instructional alignment of generated content. 
Broader implications for adaptive and personalized learning are 
further discussed in studies exploring the evolving role of 
generative Artificial Intelligence (AI) in education, 
emphasizing the necessity of prompt engineering, fine-tuning, 
and semantic grounding [20, 21]. Nevertheless, it is important 
to note the issue of LLM hallucinations, which hinder the 
reliability of generated questions, and was critically addressed 
in [22, 23]. 

Collectively, these studies emphasize the transformative 
potential of integrating LLMs with ontology-based knowledge 
representations. By combining semantic precision with 
linguistic flexibility, such hybrid systems can produce 
personalized, adaptive, and domain-specific instructional 
content. These innovations not only enhance the quality and 
relevance of generated questions, but also contribute to more 
scalable, responsive, and effective learning environments. 
Nevertheless, a significant gap remains in fully understanding 
the impact of this integration, highlighting the need for novel 
semantic frameworks that systematically combine LLMs and 
ontologies. This study addresses the particular gap by 
proposing an algorithm-driven approach for generating 
adaptive, domain-aligned educational questions, advancing 
both automated content creation and targeted instructional 
support. 

The current work explores three methods: template-based 
structured ontology question generation, LLM-based structured 
ontology question generation, and LLM-based flat concept list 
question generation. The contributions of this research are the 
following : 

 Trade-off between structured and unstructured ontologies: 
The paper identifies a major trade-off in AQG, structured 
ontologies provide consistency but often lack adaptability 

to complex or novel settings. A significant contribution is 
the proposal of hybrid models that combine the generative 
capabilities of LLMs with the reliability, consistency, and 
hierarchical linkages of structured ontologies. Future 
research could enhance the adaptability of structured 
ontologies by incorporating richer, dynamic textual 
references and context-specific information, while 
maintaining the logical coherence necessary for specialized 
domains (e.g., algorithms, technical subjects). This would 
expand the capabilities of AQG systems, making them both 
semantically grounded and adaptable across diverse 
scenarios. 

 Limitations of unstructured ontologies: LLM-based 
approaches using flat concept lists or unstructured 
ontologies often produce irrelevant or hallucinated queries, 
despite achieving strong BERT-based Precision, Recall, and 
F1-score. This study makes a critical contribution by 
identifying these limitations. Future work should explore 
novel strategies to embed contextual grounding into 
unstructured ontologies, ensuring that generated questions 
are not only tied to individual concepts, but also 
contextually coherent. Approaches could include context-
aware question generation using broader semantic 
understanding or leveraging external knowledge bases. 

The results highlight the efficiency of different question-
generation strategies, particularly in specialized fields, like 
algorithms, where hierarchical relationships are crucial.  

II. METHODOLOGY 

A. Framework Design 

Three distinct configurations were implemented to evaluate 
the effectiveness of ontology-based approaches for AQG: i) 
template-based structured ontology question generation, ii) 
LLM-based structured ontology question generation, and iii) 
LLM-based flat concept list question generation. 

1) Template-based Structured Ontology Question Generation 

The structured ontologies were utilized with predefined 
templates, for both classes and their corresponding subclasses 
in the ontology, to automatically generate questions based on 
hierarchical concepts. These templates were categorized into 
different types, such as "Definition," "Concept Completion," 
"Quantification," "Example," and "Feature Specification." 

The ontology hierarchies, including relationships, like "is-
a" were essential for populating these templates. The questions 
were generated recursively to explore relationships between 
concepts and their subclasses. For instance, for the "Concept 
Completion" category, questions, like "Define {Concept}" or 
"What is meant by a {Concept}?", were generated for each 
class and subclass. Similarly, "Example" questions, such as 
"Can you provide an example of {Concept}?", were created. 

Moreover, the question generation algorithm used templates 
to handle more complex relationships between classes and 
subclasses. For example, "Concept Comparison" templates 
were utilized to generate questions comparing different 
subclasses within a class, such as "How does {Concept1} differ 
from {Concept2}?" or "What is the difference between 
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{Concept1} and {Concept2}?". Additionally, "Verification" 
questions were created to verify the relationship between a 
class and its subclass, such as "{Concept2} is a type of 
{Concept1}. True or False?". 

An overview of the question types and their corresponding 
templates is provided in Table I.  

TABLE I.  QUESTION TYPES AND THEIR 
CORRESPONDING TEMPLATE QUESTIONS 

Question type Question template Description logic 

Definition 

- Define {Concept}.  
- What is meant by a 

{Concept}? 
- Define the following 

terminology: a){Concept1} 
b){Concept2} 

- ∃ defines.(Concept)  
- ∃ meaning.(Concept) 

- {a, b} ⊑ ∃ 
defines.(Concept) 

Concept 
completion 

- Explain what a {Concept} is.  
- Explain the term {Concept}. 

- ∃ explain.(Concept)  
- ∃ term.(Concept) 

Quantification 
List the three general 

{Concept}. 
∃hasGeneralConcept.(Co

ncept) ⊓ (count = 3) 

Example 

- Can you provide an example 
of {Concept}?  

- Give an instance where 
{Concept} can be applied. 

- Provide an example of 
{Concept1} and compare it with 

{Concept2}. 

- ∃exampleOf.(Concept)  
- ∃ instance.(Application 

⊓ Concept) 
-∃ exampleOf.(Concept1 

⊓ Concept2) ⊓ 
compare(Concept1, 

Concept2) 

Feature 
specification 

- Enumerate the features of 
{Concept}.  

- List the characteristics of 
{Concept}.  

- Provide two advantages of 
{Concept}. 

- ∃ hasFeature.(Concept)  
- ∃ 

hasCharacteristic.(Conce
pt)  
- ∃ 

hasAdvantage.(Concept 
⊓ (count = 2)) 

-
∃hasCharacteristic.(Conc

ept) 

Interpretation 

- How would you interpret 
{Concept} in the context of 

{Concept}?  
- What does {Concept} indicate 

in {Concept}? 

- ∃ 
interpretInContext.(Conc

ept ⊓ Context)  
- ∃ indicates.(Concept ⊓ 

Context) 

Verification 
- {Concept} is a type of 

{Concept}. True or False? 
Concept1 ⊑ Concept2 ⊔ 

¬Concept2 

Comparison 

- How does {Concept} differ 
from {Concept}?  

- What is the difference between 
{Concept} and {Concept}? 
- With regard to {Concept}, 

explain the difference between 
{Concept} and {Concept}. 

- (Concept1 ⊓ 
¬Concept2) ⊔ (Concept2 

⊓ ¬Concept1) 
- ∃ 

comparisonInContext.(C
oncept ⊓ (Concept1 ⊓ 

¬Concept2) ⊔ (Concept2 
⊓ ¬Concept1)) 

 

2) Large Language Model-Based Structured Ontology 
Question Generation 

Structured ontologies were used with LLMs to generate 
diverse and meaningful questions. The hierarchical structure of 
the ontology and the relationships between concepts were 
explicitly encoded into the prompts to guide the LLM's 
question generation. For example, prompts, such as "You are a 
helpful question generator. Generate five questions from the 
concepts mentioned: {context}", were used to leverage the 
relationships defined within the ontology, enabling the LLM to 
produce contextually relevant and semantically grounded 

questions. The LLM produced a variety of question types, 
including feature specification, true/false, comparison, and 
interpretation, each informed by the underlying relationships 
between concepts. For instance, a question could focus on the 
differences between two related concepts, or it could ask for 
specific examples or definitions based on the relationships 
defined in the ontology. 

3) Large Language Model-Based Flat Concept List Question 
Generation 

Instead of utilizing a structured, hierarchical ontology, the 
LLM was provided with a simple list of concepts extracted 
from the ontology, without predefined relationships. The LLM 
was tasked with generating questions based solely on these 
individual concepts, relying on its natural language 
understanding to interpret the information and produce relevant 
questions. The process began by prompting the LLM to 
generate questions for each concept by providing a simple 
context, such as "Generate 2 questions for the concept 
[Concept].". These questions were then categorized under 
different question types, such as "Feature Specification," "True 
or False," and "Definition." 

B. Data Preparation 

The data preparation process involved creating both 
structured and unstructured ontologies, with a particular focus 
on the domains of algorithms and data structures. 

1) Algorithms Ontology 

The structured ontology, referred to as the Algorithms 
Ontology, was created by domain experts [24] and specifically 
targets the foundational areas of algorithms and data structures. 
It captures core concepts, relationships, and examples within 
these domains, forming a comprehensive knowledge base. 

The ontology comprises 114 classes and 114 subclass 
relationships, offering a clear hierarchical organization of 
algorithmic concepts. Additionally, it defines five object 
properties that establish relationships between classes and 
includes 19 concrete instances that illustrate examples of these 
concepts. Each class represents a specific concept, and 
subclasses represent more specific instances or variations. As 
the Algorithms Ontology is bilingual, containing both English 
and Arabic terms, preprocessing was necessary to ensure 
consistency. The primary preprocessing step involved 
extracting only English characters from the ontology, 
eliminating any Arabic script to streamline the data and 
maintain uniformity for question generation tasks. 

To further enhance the ontology, an augmentation process 
was implemented using an external knowledge source (GPT-4 
mini). This involved adding 138 textual descriptions as 
annotations to the ontology’s classes, properties, and 
individuals. These detailed textual explanations served as 
reference material for evaluating the quality and relevance of 
the generated questions. 

2) Flat Concept List 

In parallel, an unstructured ontology was also developed. 
This version was derived from the structured ontology by 
extracting its concepts and storing them in a simple list format. 
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Unlike the structured ontology, the unstructured version lacks 
hierarchical relationships or predefined connections between 
concepts, and instead, the concepts are presented in a raw, 
isolated form, and are processed independently for subsequent 
question generation tasks. 

C. Experimental Setup  

To evaluate the impact of ontological structure on question 
generation, the present work designed three distinct 
experiments comparing structured and unstructured 
representations of domain knowledge in the context of 
algorithms. The first approach, template-based structured 
ontology question generation, utilizes the ontology in its full 
form, preserving hierarchical relationships, including classes, 
subclasses, and object properties. The second approach, LLM-
based structured ontology question generation, leverages the 
ontology's hierarchical structure but employs an LLM to 
generate questions rather than relying on templates. The third 
approach, LLM-based flat concept list question generation, 
simplifies the ontology into a flat list of concepts, discarding all 
structural and relational information. This approach mirrors the 
common practice of generating questions for individual 
concepts without considering their semantic context.  

By comparing these methods, this study aims to assess the 
influence of ontological structure on the relevance, diversity, 
and semantic alignment of the generated questions. The 
evaluation process involved comparing the generated questions 
against a set of reference textual descriptions derived from the 
concepts in the augmented ontology. These descriptions 
provided detailed information about the concepts but did not 
include explicit questions. The goal was to measure whether 
the generated questions accurately reflected the context and 
meaning conveyed by these descriptions. 

D. Evaluation Metrics 

To quantitatively evaluate the quality and contextual 
relevance of the generated questions, two core evaluation 
approaches were employed. The first involved BERT-based 
Precision, Recall, and F1-score, which effectively measure 
lexical alignment and token-level accuracy between the 
generated questions and the reference descriptions [25]. The 
second approach utilized Semantic Similarity metrics to assess 
the conceptual and contextual alignment between the generated 
questions and the reference descriptions [26]. Each metric was 
selected for its ability to capture different dimensions of 
relevance and coherence important for educational question 
generation. 

The BERT Precision is calculated using: 

PrecisionBERT  =  
�

|	|
  ∑ max� ∈ � cos���,  ���� ∈ 	  (1) 

where � is the set of tokens in the generated question, � is the 
set of tokens in the reference description, ��  and ��  are their 
respective contextual embeddings, and cos���,  ���  measures 
their cosine similarity: 

cos��� , ��� =
��⋅��

||��||×||��||
   (2) 

The BERT Recall is calculated using: 

RecallBERT =
�

|�|
∑ max�∈	 cos ��� , ����∈�  (3) 

The BERT F1-score is calculated using: 

F1BERT = 2 ⋅
PrecisionBERT⋅RecallBERT

PrecisionBERT!RecallBERT
  (4) 

Semantic Similarity assesses the overall alignment in 
meaning between the generated question and the reference 
description: 

Semantic Similarity = cos���, �"� =
�#⋅�$

||�#||×||�$||
 (5) 

where �� and �" are the embeddings of the generated question 
and the reference description, respectively. 

By combining these metrics, the evaluation process 
assessed the semantic alignment of the generated questions 
with the reference descriptions, ensuring that the questions 
were contextually meaningful and aligned with the concepts in 
the Algorithms Ontology. 

E. Implementation 

For this study, the following tools and technologies were 
utilized: 

 LLM: Mistral-7B-Instruct-v0.1, an instruction-tuned 
language model [27]. 

 Libraries: Python programming language, utilizing 
packages, such as ctransformers for model interaction and 
BERTScore [28] for evaluation. 

 Ontology Tools: Protégé for ontology development and 
management. 

The system setup included:  

 Environment: Google Colab, utilizing the T4 GPU runtime 
for model inference and evaluation. 

 Hardware: GPU acceleration provided by the Colab T4 
environment was leveraged to efficiently process large-
scale question generation tasks. 

III. RESULTS 

The generated questions were evaluated against reference 
descriptions to determine the extent to which they reflected the 
ideas and relationships embodied in the descriptions. Since the 
reference set consisted of descriptive rather than interrogative 
material, the evaluation focused on assessing whether the 
questions faithfully captured the main ideas and context of the 
reference content. To facilitate this comparison, the 
performance of each model based on the evaluation metrics is 
presented in Table II. 

The template-based structured ontology question generation 
approach achieved a Precision of 0.833, a Recall of 0.844, and 
an F1-score of 0.838, indicating a good balance between 
relevance and coverage of the generated questions. The 
Semantic Similarity of 0.563 suggests moderate alignment in 
meaning with the reference questions. The findings reveal 
important trade-offs between structured and unstructured 
representations of domain knowledge. The template-based 
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structured ontology approach generated consistent and 
interpretable outputs but lacked adaptability for novel or 
complex questions. In contrast, the LLM-based methods 
significantly improved relevance and coverage, benefiting from 
the broader contextual understanding of models, like Mistral-7 
B. However, while the unstructured ontology with LLMs 
achieved higher average scores, it also exhibited a greater 
incidence of irrelevant or hallucinated questions, due to the 
absence of semantic relationships. This inconsistency 
underscores the importance of structured ontologies in ensuring 
logical coherence and relevance, particularly in domains, like 
algorithms, where understanding hierarchical relationships is 
critical. A notable insight is that structured ontologies, when 
coupled with richer references encompassing multiple 
concepts, could further improve metrics. like Semantic 
Similarity, and mitigate the observed trade-offs. Incorporating 
such references could enable structured ontologies to match the 
adaptability and relevance of unstructured configurations while 
preserving their contextual integrity. 

TABLE II.  SUMMARY OF THE PERFORMANCE 
EVALUATION 

Approach 

Evaluation Metrics 

(Mean score) 
BERT  

Precision 

BERT  

Recall 

BERT  

F1-score 

Semantic  

Similarity 

Template-Based 
Structured Ontology 
Question Generation 

0.833 0.844 0.838 0.563 

LLM-Based Structured 
Ontology Question 

Generation 
0.856 0.863 0.859 0.534 

LLM-Based Flat Concept 
List Question Generation 

0.859 0.859 0.859 0.567 

 

Table III combines performance metrics for all three 
evaluated methods as averages. All approaches demonstrated 
above-average results, with Precision, Recall, and F1-scores 
clustering around 0.85, and exhibiting limited variability, as 
indicated by the low standard deviations (ranging from 0.01 to 
0.014). Even at the lower end, all metrics remained robust 
(above 0.83), reinforcing the dependability and consistency of 
the methodologies. 

The strong performance of the template-based structured 
ontology method confirms its effectiveness in accurately 
identifying pertinent questions and covering a wide range of 
conceptual areas. It also validates the balance achieved 
between relevance and coverage. However, the moderate 
Semantic Similarity score underscores a key limitation: while 
the generated questions are relevant, they may not fully reflect 
the complexity and richness of the reference content. This 
limitation arises from the fixed nature of the template 
structures, which constrain the system’s ability to adapt 
dynamically to varied contexts. Overall, while the template-
based approach achieves respectable levels of coverage, 
balance, and reliability, the results indicate that the more 
adaptable LLM-based methods demonstrate greater long-term 
potential for diverse and semantically richer question 
generation. 

TABLE III.  TEMPLATE-BASED PERFORMANCE 
EVALUATION 

 
Precision Recall F1-score 

mean 0.85 0.86 0.85 
range 0.03 0.02 0.02 

std 0.01 0.01 0.01 
min 0.83 0.84 0.84 
25% 0.84 0.85 0.85 
50% 0.86 0.86 0.86 
75% 0.86 0.86 0.86 
max 0.86 0.86 0.86 

 
The correlation matrix in Figure 1 illustrates the 

relationships among the evaluation metrics.  

 

 
Fig. 1.  Correlation matrix. 

All metrics exhibit a strong positive correlation, indicating 
that improvements in Precision are consistently associated with 
corresponding increases in Recall and F1-score, and vice versa. 
This strong interrelationship underscores the consistent and 
balanced performance achieved across the three evaluated 
techniques. 

The results of the confusion matrices for all cases were 
evaluated. For the template-based structured ontology question 
generation method, as presented in Figure 2, the number of true 
positives was 430, indicating that the model successfully 
identified the mots (86%) of the relevant questions based on 
structured ontologies and predefined templates. The number of 
false negatives was 70, suggesting that some relevant questions 
were missed, likely due to the rigid structure of templates, 
which may not fully capture nuanced meanings. In addition, the 
model also produced 50 false positives and 450 true negatives, 
demonstrating the model's ability to filter out a considerable 
number of irrelevant questions. 
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Fig. 2.  Confusion matrix. 

IV. DISCUSSION 

Ontologies provide foundational semantic information, 
crucial for generating meaningful, practical, and non-trivial 
questions. Specific elements or related concepts can lead to the 
creation of highly relevant questions that assess a learner's 
understanding in depth, while high-level concepts offer broader 
insights into main issues. Moreover, when concepts are 
hierarchically organized, inquiries into subclasses can 
challenge the understanding of the corresponding superclasses. 
This structure implies that questions targeting closely related 
concepts are more aligned with the true objectives or needs of 
the domain being evaluated. Additionally, the knowledge and 
skills required can be categorized according to different levels 
of difficulty, reflecting various educational objectives and 
cognitive demands. Ontologies effectively organize domain-
specific knowledge, including concepts, their relationships, and 
frequently occurring patterns. 

The findings reveal that while the template-based structured 
ontology approach delivers reasonably balanced coverage and 
performance, LLM-based approaches, owing to their 
adaptability, demonstrate better general efficacy. This study 
validates that LLM-based structured ontology question 
generation is highly effective but highlights the need for 
improvements in semantic alignment without sacrificing 
variation. The success of flat concept list generation using 
LLMs is also confirmed; however, improvements in contextual 
grounding are proposed to ensure consistent and coherent 
question generation in structured learning environments. 

Performance metrics using Precision, Recall, and F1-score, 
as displayed in Table II, provide a comprehensive evaluation of 
the model's effectiveness in question generation. The average 
scores indicate that the model generates highly accurate 
(Precision) and comprehensive (Recall) questions. The model's 
consistency is evident through small standard deviations 
(approximately 0.01) and narrow ranges (0.02–0.03), 
demonstrating stability across multiple assessments, as 

depicted in Table III. The tight alignment of Precision, Recall, 
and F1-score indicates a strong balance: the model avoids 
being overly inclusive (producing too many irrelevant 
questions) or overly conservative (missing relevant ones). The 
minimal performance variations further reinforce the model’s 
robustness and reliability, showing that it consistently produces 
accurate, relevant, and broad-coverage questions across 
different test scenarios. 

In Table IV, the performance of the proposed template-
based structured ontology question generation is compared 
against other studies within the same domain.  

TABLE IV.  COMPARISON WITH RESULTS FROM PREVIOUS 
STUDIES 

Reference 
BERT 

Precision 

BERT 

Recall 

BERT  

F1-score 

Semantic 

Similarity 

[5] 0.85 0.86 0.85 0.57 
[29] 0.84 0.85 0.84 0.56 
[30] 0.83 0.84 0.83 0.55 
[31] 0.86 0.87 0.86 0.58 
[32] 0.84 0.85 0.84 0.56 

This Study 0.83 0.84 0.84 0.56 

 

The performance analysis across studies shows that the 
study in [29] maintains a balanced performance across all 
evaluation metrics. The results in [5] demonstrated higher 
Precision and Recall, leading to an improved F1-score. Among 
all studies, the work in [30] records the lowest scores across all 
evaluation metrics, while the research presented in [31] 
achieved the best overall performance among all compared 
studies. The model in [32] delivered solid and balanced results 
across all metrics. Although the performance of the proposed 
model lies at the lower end compared to other studies, it is 
important to emphasize that the differences in evaluation 
metrics between the studies are minimal, not exceeding a 0.03 
range. 

V. CONCLUSION 

In this work, three different methods for Automated 
Question Generation (AQG) were investigated, utilizing both 
structured and unstructured ontologies, with and without the 
integration of Large Language Models (LLMs). The study 
evaluated template-based structured ontology question 
generation, LLM-based structured ontology question 
generation, and LLM-based flat concept list question 
generation. The employed assessment metrics included BERT 
Precision, Recall, F1-score, and Semantic Similarity. 

 The results highlight distinct trade-offs among the 
approaches. The template-based structured ontology generation 
method achieved a balanced performance, with a BERT 
Precision of 0.833, a Recall of 0.844, and an F1-score of 0.838. 
However, its rigidity limits adaptability to complex or atypical 
scenarios. The LLM-based structured ontology question 
generation achieved a BERT Precision of 0.856, a Recall of 
0.863, and an F1-score of 0.859. Meanwhile, LLM-based flat 
concept list question generation, although achieving a BERT 
Precision, Recall, and F1-score of 0.859, tends to produce 
hallucinated or less relevant queries due to the lack of semantic 
structuring. 
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 The findings of this study underscore the critical role of 
structured ontologies in maintaining logical coherence and 
semantic relevance, especially in fields, such as algorithms, 
where understanding hierarchical and relational structures is 
crucial. This study emphasizes the necessity of a balanced 
approach, advocating for the enhancement of structured 
ontologies with richer textual references to improve 
adaptability without compromising semantic integrity. 
Furthermore, it proposes that future research explore hybrid 
models combining the strengths of both structured and 
unstructured ontologies, applying them across diverse domains 
to validate and refine the proposed methodologies. 
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